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1. Let

B =


 1

0
1

 ,

 1
1
1

 ,

 1
0
0

 ,

and let x =

 x1
x2
x3

 be a vector in Span B. To find [x]B we multiply

 x1
x2
x3

 on the left by which

of the following matrices?

(a)

 1 1 1
0 1 0
1 1 0


(b)

 0 −1 1
0 1 0
1 0 −1


(c)

 1 0 1
1 1 1
1 0 0



(d)

 1 0 0
0 1 0
0 0 1


(e)

 0 0 1
−1 1 0

1 0 −1



2. Let T : R2 → R2 be a linear transformation that maps u =

[
4
5

]
to T(u) =

[
5
1

]
and maps

v =

[
3
3

]
to T(v) =

[
−1

3

]
. What is the image of 2u + 4v?

(a)

[
14
6

]
(b)

[
22
20

]
(c)

[
20
22

]
(d)

[
6

14

]
(e) There is not enough information to find

the image.

3. Let S be the set of all real values of a such that the linear system represented by the following
augmented matrix has infinitely many solutions. How many values are in S?[

2 6 8
1 a 4

]
(a) zero

(b) one

(c) three

(d) infinitely many

(e) There is not enough information to answer this question.



4. If A is a 4× 7 matrix, what is the smallest possible dimension of Nul A?

(a) 3

(b) 4

(c) 1

(d) 0

(e) None of the above.

5. Let A =

 1 0 1
0 2 2
0 1 1

. Which of the following vectors is orthogonal to the column space of A?

(a)

 1
1
−1


(b)

 1
4
2


(c)

 0
1
−2


(d)

 2
0
2


(e) Since the second row is a multiple of the third row, Col A is undefined.

6. Suppose v1, v2, v3, v4 are vectors in a 3 dimensional vector space V. Which statement is true?

(a) {v1, v2, v3, v4}must be linearly dependent.

(b) {v1, v2, v3, v4} could be a basis for V.

(c) {v1, v2, v3}must be a basis for V

(d) {v1, v2, v3, v4}must span V.

(e) {v1, v2}must be linearly independent.



7. Let W =

{[
x
y

]
: x ≥ 0 and y ≥ 0

}
. Determine whether W is a subspace of R2.

(a) W is not a subspace because it is not closed under scalar multiplication.

(b) W is not a subspace because it is not closed under vector addition.

(c) W is not a subspace because it does not contain the zero vector.

(d) W is a subspace because it is the null space of a matrix.

(e) W is a subspace because it is a span of a set of vectors.

8. Which of the following matrices is the reduced row echelon form of the matrix

A =

 1 2 4 1
2 4 6 0
4 6 8 0

?

(a)

 1 0 0 0
0 1 0 0
0 0 1 1



(b)

 1 0 0 −1
0 1 0 1
0 0 1 −2



(c)

 1 0 0 −1
0 1 0 1
0 0 1 0


(d)

 1 0 0 1
0 1 0 −2
0 0 1 1


(e) none of the above

9. You are given that

x1 =

 1
1
0

 , x2 =

 1
0
2

 , x3 =

 0
1
−1

 , P =
[

x1 x2 x3
]

, D =

 2 0 0
0 5 0
0 0 −4

 ,

and A = PDP−1. Then A2x2 =

(a)

 25
0

50

.

(b)

 1
0
4

.

(c)

 5
0

20

.

(d)

 25
0

100

.

(e)

 0
0
0

.



10. Suppose A is a 2× 2 matrix which is left-invertible. That is, there is a 2× 2 matrix C such that
CA = I. Which of the following statements must be true?

(a) A cannot be a diagonal matrix.

(b) A is row-equivalent to the matrix
[

1 0
1 0

]
.

(c) C cannot be a diagonal matrix.

(d) C is also left-invertible.

(e) AC = −CA

11. Suppose A and B are n× n matrices, det A = 2 and det B = 1
2 . Which is the first false statement

in the list below?

(a) A must be invertible.

(b) A and B must both be invertible.

(c) A, B, and AB must all be invertible.

(d) A, B, AB, and AT must all be invertible.

(e) A, B, AB, AT, and A + B must all be invertible.

12. B =

{[
1
0

]
,
[

3
1

]}
is a basis for R2. Find the vector x in R2 that has B-coordinates

[x]B =

[
4
−1

]
.

(a) x =

[
1
−1

]

(b) x =

[
−1

1

]
(c) x =

[
7
−1

]
(d) x =

[
−7

1

]
(e) None of the above.

13. Let the linear transformation T(x) = Ax be defined as T(x1, x2, x3) = (x1 − 7x2 + 4x3, x2 − 6x3).
Determine if T is one-to-one.

(a) T is one-to-one because the column vectors of A are not scalar multiples of each other.

(b) T is one-to-one because the column vectors of A span all of R2.

(c) T is one-to-one because T(x) = 0 has only the trivial solution.

(d) T is not one-to-one because the column vectors of A are linearly independent.

(e) T is not one-to-one because the column vectors of A are linearly dependent.



14. Let A =

 4 2 −3
3 4 1
4 1 5

. Then λ = 3 is an eigenvalue corresponding to the eigenvector

v =

 1
−2

a

. Find the value of a.

(a) a = 1

(b) a = −1

(c) a = 0

(d) a = 2

(e) a = −2

15. Let R =

 1 0 0 1
0 1 0 1
0 0 1 2

. If R is the reduced row echelon form of the coefficient matrix for the

system Ax = 0, what are the solutions to that system?

(a) x1 = 1, x2 = 1, and x3 = 2

(b) x1 = 1, x2 = 1, x3 = 2, and x4 = 0

(c) x1 = t, x2 = t, x3 = 2t, and x4 = t

(d) x1 = −t, x2 = −t, x3 = −2t, and x4 = t

(e) There are no solutions to the system.

16. Suppose A is an m× n matrix. Which of the following statements is false?

(a) Col A is a subspace of Rn.

(b) Nul A is a subspace of Rn.

(c) If the equation Ax = b has a solution, then b must be in Col A.

(d) If Nul A = {0}, then the columns of A must be linearly independent.

(e) If Col A = Rm, then A must have a pivot position in every row.


